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Abstract

Introduction. Currently, artificial neural networks (ANN) are successfully used for technical diagnostics of steel ropes.
Expensive software products with an adapted neural network implementation environment, such as STATISTICA,
Amygdala, MatLab Simulink, are often used for this purpose. The most affordable way to build and train an ANN, from
a financial point of view, is to write your own program code using interactive libraries such as TensorFlow, PyTorch,
Scikit-learn. However, such libraries are not fully adapted for building an ANN, and to use them you need to have basic
programming skills. As a result, the quality of an ANN depends not only on its architecture, training data, and
composition, but also on the environment in which it is built. The aim of the work was to compare the quality of the ANN,
built and trained by various methods according to the criterion of test network performance, confidence levels for
assessing the technical condition of the rope, as well as the complexity and speed of training. For this purpose, new
software has been developed to solve the problem of assessing the technical condition of a steel rope using a combination
of various rejection indicators.

Materials and Methods. The basis for an ANN training was a statistical database of typical damages of steel ropes and,
an expert assessment of the technical condition of steel ropes. The software was written in the Python programming
language. Various methods of programming a neural network were presented: an ANN built on the basis of the
STATISTICA software package and an ANN built using the interactive Scikit-learn library. Ten test samples were
prepared to verify the operation of the ANN. The ANN quality was assessed based on the test network performance and
confidence probabilities (activation levels of the “winning” neuron) of determining the technical condition of the rope.
Results. The construction of the ANN using the interactive library Scikit-learn showed a relatively high complexity of
construction and a relatively low learning rate of the ANN. Test performance of the network, with a test sample size of
ten, turned out to be the same for both built ANNs. At the same time, there was a difference in the indicator of the average
confidence level for determining the technical condition of a steel rope between the results of the ANN built on the basis
of the STATISTICA software package and the ANN built using the Scikit-learn interactive library.

Discussion and Conclusion. The results showed that the ANN built using the STATISTICA software package with
the same architecture and network learning parameters had more optimal software algorithms according to the criteria
of confidence probability and network learning speed in comparison with the ANN built using the free Skicit-learn
library. However, the indicator of the ANN test performance turned out to be the same for both ANNs. This result
justified the use of TensorFlow, PyTorch, and Skicit-learn libraries by the world's leading research and commercial
centers in the field of artificial intelligence. The obtained scientific result allows us to numerically evaluate and
compare the quality of an ANN having the same architecture and learning parameters, but built using different methods.
This will be useful for future scientific research in the field and for selecting the optimal environment for constructing
ANN s in industrial applications.

Keywords: steel rope, artificial neural networks, technical condition assessment, Python, Skicit-learn, STATISTICA,
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CpaBHI/ITeJ'lI)HI)Iﬁ aHaJINn3 KadeCcrBa paﬁDTbl HCKYCCTBCHHBIX HeﬁPOHHbIX ceTen OJIAA OIICHKH
TEXHHUYECCKOI'O COCTOSAHMUA CTAJIBHOI'O KaHaTa
P.B. XBan

JloHCKOH rocy1apCcTBEHHBII TEXHUUECKHI YHUBEpCUTET, T. PocToB-Ha-[lony, Poccuiickas ®enepanus
> khvanroman@yandex.ru

AHHOTALMSA

Beeoenue. B Hacrositiee Bpemsi uckyccrBeHHble HelpoHHble cet (MHC) ycnemHo npuMeHsoTest Ui TEXHUYeCKOro
JMarHOCTUPOBAHMS CTAIBHBIX KAHATOB. 3a9aCTYIO NIPH 3TOM HCIOJB3YIOT JOPOTOCTOSIINE TPOTPAMMHBIE TIPOIYKTHI C
aJIanTUPOBAHHOM cpeloi peanm3anuu HeWpoHHBIX cerell, Takue kak STATISTICA, Amygdala, MATLAB Simulink.
Haubomnee noctymasiM criocobom moctpoerus u o0ydenns MHC ¢ ¢uHAHCOBOI TOYKM 3peHHS SBISICTCS HAIMCAHHE
COOCTBEHHOTO ITPOTPAMMHOI'0 KOJia C UCIIOJIb30BAaHUEM MHTEPAaKTHBHBIX OMOMMOTEK, Takux kak TensorFlow, PyTorch,
Scikit-learn. Ogaako Takue OMOMTMOTEKN HE SBIAIOTCS MOTHOIECHHBIMH aJanTHPOBAaHHEIME cpenamu noctpoerus MHC,
U JUTSL X UCTIONb30BaHMsI HEOOX0AMMO BJIAJICTh NEPBUYHBIMH HaBbIKaMu MporpaMmupoBanus. [loatomy kauectBo MHC
3aBHCUT HE TOJHKO OT apXHTEKTYpHI, 00beMa M COCTaBa OOYJaIOIINX BHIOOPOK, HO M OT METOAA (Cpembl) MOCTPOCHUS
WHC. llenpto gaHHOTO HCCIENOBaHMs SIBISieTCsl cpaBHeHMe KauecTBa paborel MHC, mocTpoeHHBIX M 00Y4YEeHHBIX
pa3NMYHBIME METOJAMH, IO KPHUTEPUIO TECTOBOW NPOM3BOJUTEILHOCTH CETH, IOBEPUTEIBHBIM YPOBHSIM OLECHKH
TEXHUYECKOTO COCTOSHMSI KaHaTa, a TaKkKe TPYJOEMKOCTH M CKOpocTH oOydeHus. B cBsi3m ¢ 3TMM co3gaHO HOBOE
MIPOTrPaMMHOE 00ECTICUCHNE YIS PEIICHHS 33/1a41 OLEHKH TEXHUYIECKOTO COCTOSIHUS CTAJIbHOTO KaHATa 110 KOMOMHAINN
pa3MYHBIX OPaKOBOYHBIX ITOKa3aTelei.

Mamepuanvt u memoowvt. OcHoBori it obydenuss MHC mocayxuinm craTUcTHdeckas 0a3a ITaHHBIX THIIOBBIX
TIOBPEXK/IEHUH CTAJIbHBIX KaHATOB, HKCIEPTHas OLIEHKa MX TEXHHUYECKOro cocTosHus. [IporpamMmuoe oOecrieueHne
HaIMCaHO Ha S3bIKe IporpaMmmupoBanus Python. [IpuBeneHs! pa3nnaHbie METOBI IPOTPaMMHUPOBAHNS HEHPOHHOM CETH:
HNHC, mocrpoennoit Ha 06aze mporpammuoro komruiekca STATISTICA, u MHC, mocTpoeHHOH C HCIOJNBE30BaHHEM
nHTepakTUBHON Ombimotexu Scikit-learn. J{ist mpoBepku pabotst MHC Oputo moarorosieHo 10 TECTOBBIX BBIOOPOK.
Ouenka kauectsa paborsl MHC npoBoamiack 1o TeCTOBOH MPOM3BOANTEIHHOCTH CETH U JIOBEPUTEIILHBIM BEPOSTHOCTSIM
(YpOBHSIM aKTHBAaLUH «IIOOEIUBILETO» HEHPOHA) OMpPEIEICHHS TEXHNIECKOTO COCTOSIHUSI KaHaTa.

Pezynomamut uccnedosanusn. locrpoenne MHC ¢ ncnonp3oBaHueM HHTEPAKTUBHOM OnbmuoTeku Scikit-learn moka3zano
CPaBHHUTEIBLHO OOJNBIIYI0 TPYJOEMKOCTb IOCTPOCHHUS M CPaBHUTEIBHO HEOOJBIIYI0 CKOPOCTh OOydeHHs. TecroBas
MIPON3BOIUTENFHOCT CETH TP 00beMe TecTOBO BEIOOpkH 10 okazanmack oanHaKoBOH 1 00enx moctpoeHHbx MHC.
[Ipu sTOoM oOHapyxujach pa3sHMIA B ITIOKa3aTele CPEJHEro JIOBEPUTEIBHOTO YPOBHS OIPEAETICHUs TEXHUYECKOTO
COCTOSIHMSI CTaJBHOTO KaHaTa Mo pesynbratam padorsl MHC, moctpoeHHoi Ha 0a3ze HMpOrpaMMHOTO KOMIUIEKCA
STATISTICA, u MUHC, mocTpoeHHO# ¢ UCTIOIb30BaHHEM HHTEPaKTHBHOM OnbnmuoTekn Scikit-learn.

Obcyrncoenue u 3axniouenue. llomydeHHsle pe3ynbrarsl mokaszanmw, yto MHC, mocTpoeHHas ¢ HCIOIB30BAHUEM
nporpammuoro kommuiekca STATISTICA, npu oquMHAKOBOW apXWTEKType U MapamMeTpax oOydeHHUs CeTH MMeeT Oolee
ONITHMAJIbHBIE IPOTPAaMMHBIE aITOPUTMBI IO KPUTEPHSAM JOBEPUTEIBHON BEPOSTHOCTH M CKOPOCTH OOYUYCHHS CETH 110
cpaBHeHnio ¢ MHC, mocTpoeHHOHN ¢ uWcmoib3oBaHHeM OecrutatHoW OmOmuoreku Skicit-learn. OnHako moka3aTenb
tectoBoi mpomsBogurensHOocTH WHC okazancs oxmuakoBeiM miusi obemx WHC. Takod pe3yipraT 0OOCHOBBIBACT
WCIIOJIb30BaHUE BEIYLIIMMH MHUPOBBIMH HAy4YHO-MCCIEIOBATEIbCKUMH M KOMMEPYECKMMH IIGHTpaMH B oOnactu
HUCKyccTBeHHOTo wuHTeluiekra Ombmmorex TensorFlow, PyTorch, Scikit-learn. IlomydueHHBIH Hayd4HBIA pe3yabTar
MIO3BOJINT YUCJICHHO OLICGHHTh W CPaBHHUTh KaueCTBO HMCKYCCTBEHHBIX HEHPOHHBIX CeTel, MMEIOLIMX OJMHAKOBbIC
apXHUTEKTYPY H ITapaMeTpbl 00yHIEHUsI, HO IOCTPOCHHBIX PA3IMIHBIMU METOJIaMH, OH OYyJIET MOJIE3HBIM KaK AJIs Oy TyIux
HaYYHBIX HCCIIEIOBaHUI B 3TOM 00JIaCTH, TaK W JUIs BEIOOpa oNTHUMabHOM cpebl nocrpoennss THC B nmpoMblnuieHHON
cdepe AeATeIbHOCTH.
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KnrodeBble ci10Ba: CTaIBHOW KaHAT, HCKYCCTBEHHbIE HEHPOHHBIC CETH, OLIEHKAa TEXHHYECKOro cocTosHus, Python,
Scikit-learn, STATISTICA, 6pakoBO4HBIE ITOKa3aTeNnn

Baarogapuoctu. ABTOp BEIpakaeT OmarogapHocTh KoymiekTuBy OO0 «UKIL «Msicas»» HI'TY 1. HoBouepkaccka 3a
NIPEIOCTABICHHYIO BO3MOXKHOCTh MCIIOIb30BATh JaHHbIE KCIUTYaTalluU CTAIbHBIX KAHATOB, 8 UMEHHO CTaTHCTUYECKYIO
0a3y JTaHHBIX THITOBBIX ITOBPEKAECHUN CTAIEHBIX KAaHATOB.

Jns uutupoBanus. XeaH P.B. CpaBHUTEIbHBIN aHAIN3 KadecTBa PadOTHI HCKYCCTBEHHBIX HEHPOHHBIX CETEH IS OLIEHKH
TEXHUYECKOTO COCTOSIHHSI CTAILHOTO KaHaTa. be3onacHocmbv mexHo2eHHuix U npupoouvix cucmem. 2024;8(2):68-77.
https://doi.org/10.23947/2541-9129-2024-8-2-68-77

Introduction. Currently, methods for assessing the technical condition of engineering facilities using artificial neural
networks (ANN) are becoming more widely used. This is due to the ease of identifying dependencies between the output
data, which in this case is the technical condition of steel ropes, and the input data, which are various combinations of
indicators that indicate defects in the steel ropes. To establish the correlation between the technical condition of a steel
rope and various combinations of ten defective indicators expressed as a percentage of the permissible level of damage,
a significant amount of analytical work and solving a multifactorial regression problem is required. Software that uses a
neural network as its core can help experts and beginners in making decisions about the future operation of steel ropes
based on different combinations of defect indicators.

Scientists from various fields of expertise are addressing the issues of reliability and safety in technical systems by
employing modern artificial intelligence tools. Examples include the works of V.A. Vorontsov, E.A.Fedorov,
A.A. Korotky, A.V.Panfilov, N.N.Nikolaev, A.R.Yusupov, S.V.Zhernakov, T.I. Goreva, N.N. Portyagin,
G.A. Pyukke, B.Ch. Meskhi, A.N. Beskopylny, S.A. Stelmakh, I.F. Razveeva et al. [1-8]. These researchers successfully
employ neural network modeling techniques to achieve various research and industrial objectives, such as evaluating the
technical condition of aircraft engines and spacecraft systems, as well as detecting and classifying defects in steel ropes.
At the same time, various architectures, ANN training parameters, software packages and artificial neural network
development environments are used, such as Alyuda NeuroIntelligence, STATISTICA, Amygdala, and MatLab Simulink.
It is also common practice to write your own program code using free (open-source) interactive libraries, such as
TensorFlow, PyTorch, and Sikit-learn. However, it is worth noting that none of these works compare the quality of ANNs
work, which have the same architecture, training parameters, volume and sample size, but are built using different
methods, i.e. in different software development environments.

Often, the use of artificial neural networks on an industrial scale is associated with the use of expensive specialized
software systems. These systems have an environment adapted for the implementation of ANNs and do not require users
to have programming skills. A more affordable way to build and train a neural network from a financial point of view is
to write your own software code using free interactive open source libraries. However, this method requires the user to
have basic programming skills. The Scikit-learn library is open source, while the annual license for the STATISTICA
software program costs about $25,000.

The aim of this work was to conduct a comparative analysis of the ANN quality in order to assess the technical
condition of steel ropes by a combination of defective indicators built and trained by various methods, according to the
criteria of test network performance, labor intensity and speed of network training, the average activation level of the
“winning” neurons of the network and taking into account the financial costs of implementing and using the built artificial
neural networks. In this regard, the task was set to create a new software tool for assessing the technical condition of steel
ropes based on a combination of rejection criteria using two different types of ANNs: those built on the STATISTICA
software package and those developed using the Scikit-learn interactive library.

Materials and Methods. The basis for ANNs training was the experience gained from operating steel ropes. This
included a statistical database of typical damage to steel ropes and an expert assessment of their technical condition [9-12].
Figure 1 shows a neural network diagram that was used to assess the technical condition of a steel rope in all the methods
described below.
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Fig. 1. ANN scheme for assessing the technical condition of a steel rope

Below are the parameters used in both methods of building the ANNs:

1. The so-called hyperparameters were set — parameters that did not change during network training. They included:

— 10 neurons of the input layer, equal to the number of defective parameters of the steel rope (x1—xio);

— the number of output parameters (neurons), three possible states of the steel rope: 1 — operable, operation was
allowed (y1), 2 — defects within acceptable limits, operation was allowed with restrictions (y2), 3 — the limit state had
been reached, operation was prohibited (y3);

— the number of intermediate layers, as well as the number of neurons in each intermediate layer.

Thus, the architecture of the neural network was defined [13].

2. The trainable parameters were set — parameters that were changed (optimized) in the process of network training:
the values of synaptic weights w (the strength of the connection between neurons) and biases b. First, these values were
set randomly, and then in the process of training the neural network, they were optimally configured.

3. The forward propagation algorithm was implemented by calculating a neural network based on randomly generated
parameters w and b. To do this, training data was required, which consisted of samples of input parameters along with
their corresponding known output parameters. These samples are shown in Table 1.

Table 1
Data for neural network training
No. X1 X2 X3 X4 X5 X6 X7 Xg X9 X10 y
1 75 0 18 0 0 0 44 0 0 0 3
2 21 0 34 0 0 18 0 0 0 0 1
3 0 89 0 66 0 0 0 0 74 0 3
4 78 0 12 0 0 0 0 0 0 0 2
5 55 90 0 0 0 10 0 0 7 0 3
6 0 43 24 0 0 0 0 0 0 34 1
7 0 65 90 0 57 13 0 100 81 0 3
8 19 0 0 0 13 3 0 0 0 0 1
9 0 56 0 30 0 0 0 0 0 0 1
10 0 61 0 0 0 0 0 83 0 0 2
...... 0 0 71 0 87 0 0 41 0 0 2
300 0 0 28 14 0 0 28 100 0 0 3
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In Table 1, ten input parameters (x1—X10) represented the rejection values for steel ropes, expressed as a percentage of
their limit values. This took into account a combination of various defects, which could be identified by expert means
using a 3d model of the stress-strain state of the rope. Each combination corresponded to a specific technical condition of
the rope. The volume of the training sample was 300 samples, while the control sample consisted of 30 samples. Ten test
samples were also prepared for testing the ANN, but these were not included in the training process.

4. The activation function ' was defined. This function was necessary to introduce non-linearity and a certain
threshold value at the output of each neuron. We used the Relu activation function for this purpose. The formula below
determined the level of neuron activation [14, 15]:

y= F(xlwl + Xy Wy + X3Wy +b),

where y — level of neuron activation; x;—x3 — levels of activation of neurons of the previous layer; w,—w3; — synoptic
weights; b — function offset.
Figure 2 shows a diagram of the formation of the activation level of one neuron.

\Wl

Relu
w2 activation
function

/ :

Fig. 2. Scheme of formation of the activation level of one neuron

5. A normalizing transformation of the activation values of the neurons in the last layer of the resulting network was
performed using the softmax function, so that their values ranged from 0 to 1 and the sum of these values equaled 1. This
transformation allowed for the interpretation of the activation levels of the neurons in a probabilistic sense. As a result, a
prediction was made by the neural network — the state of the steel rope with a certain level of confidence for the current
values of the synaptic weights (connections between neurons), w, and biases, b.

6. Calculation of error £ between the calculated activation levels of neurons of output layer yq., and the target
activation values of neurons of output layer y,., using the MSE (Euclidean distance) function or cross-entropy functions
(used to determine the distance between probability distributions). It was important to remember that a neural network
was trained with a teacher, which meant it used examples with known inputs and outputs. These examples were called
training samples.

7. Implementation of the backpropagation algorithm, the purpose of which was to solve the problem of minimizing
error function £ depending on synaptic weights (connections between neurons) w and biases b. The gradient descent
method was used for this purpose.

8. Repeating the entire learning algorithm on the next training sample (or group of samples) in order to minimize the
error of the neural network by updating the connections (weights) between neurons. Each such repetition was called an
epoch of learning. We set 2000 epochs of learning. The learning rate was 0.0001. The Adam error function. After
completing a set number of training epochs, the neural network with all settings was saved and could be used to predict
output parameters (the state of the steel rope) based on input parameters (combinations of defective indicators) that were
not previously used in the network training process.
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STATISTICA contains two built-in programming languages: STATISTICA BASIC and SCL (command language).
The method of building a neural network in STATISTICA began with the launch of the “Neural Networks” module in
the “Data Mining” tab on the main working panel of the program. The interface of the STATISTICA program practically
did not differ from the well-known interface of the MS Office program. To build an ANN in STATISTICA, we set the
network architecture and learning parameters specified in the above algorithm by pressing the appropriate keys using the
adapted program interface.

The direct training of the neural network was activated by pressing the “Train” key in the STATISTICA working
window, after which the ANN was checked on pre-determined control samples. The size of the control sample was 30.
The condition for stopping the training process was when a benchmark network performance of at least 95% was achieved.
The learning process of the neural network took about 20 seconds.

A step-by-step algorithm for writing the program code of a neural network using the interactive library Scikit-learn in
the Python programming language was provided [4-7]:

1. In the first step, additional interactive libraries were installed. A library in this context meant a set of pre-written
routines that made the programming process easier. To install a library, you need to enter the following code: (The
explanations of the code or the commands being executed are provided in parentheses):

Ipython -m pip install pandas (data processing and analysis library);

Ipython -m pip install sklearn (machine learning library);

!python -m pip install openpyx! (library for working with Excel files).

2. In the second block, modules were imported by entering the following code:

import pandas as pd (data processing and analysis module);

from sklearn.neural network import MLPClassifier (module for working with neural networks);

from sklearn.metrics import confusion_matrix, classification_report (additional module for working with neural networks);

import pickle (module used to save a trained neural network);

import joblib (module used to save a trained neural network).

3. Loading a database, i.e. a set of training data. It was necessary to prepare an Excel file with training data in advance,
arranged in the format shown in Table 1 (a more simplified view is recommended — only columns of input and output
parameters with their headers). To do this, we entered the following program code:

ds = pd.read_excel('book1.xlsx"), where book1.xlsx — an Excel file that should be located in the same folder as the
file of the program being created,

ds.head(10) (code for visually displaying the first 10 rows of the table).

4. Next, values were assigned to the variables X and Y by writing the following program code:

X = ds.drop('Rope condition',axis=1) (all columns were assigned to variable X, except for column “Rope condition”
(the literal name of the column was indicated);

y = ds['Rope condition'] (for variable Y, column “Rope condition” was assigned).

5. Building and training a neural network by writing the following code (this two-line program code replaced writing
the neural network program code “manually” from the previous algorithm):

nn=MLPClassifier(hidden layer sizes=(8,8,8), max_iter=2000) (the architecture of the neural network was set, as
well as the parameters of its training; in this case, 3 hidden layers, each with 8 neurons; the number of training epochs
was 2000; by default, the Relu activation function was selected (code: activation="relu'), Adam error function (code:
solver="adam’), learning rate 0.0001 (code: alpha=0.0001). It was possible to select various parameters of neural network
training by writing the appropriate program codes separated by commas. All kinds of activation functions, error functions
and other network parameters, their codes can be found on the official website of the interactive library Scikit-learn;

nn.fit(X, y) (introduction into the neural network of previously set parameters X — input variables (rejection indicators
of steel ropes) and Y — output target variable (technical condition of steel ropes).

After launching this block, the neural network was built according to a given architecture and trained according to the
specified learning parameters on training data (samples) uploaded via an Excel file table. The condition for stopping the
training process was when a benchmark network performance of 95% was achieved. The learning process took
approximately 1.5 minutes.

The following were the steps to save and use the ANN using the Scikit-learn interactive library:

1. Saving the trained neural network to a separate file by writing the following program code:

joblib_file = “joblib_model.pkl” (creating a joblib_model.pkl file);

joblib.dump(nn, joblib_file) (saving the nn neural network in the joblib_model.pkl file).

After running this block, the program created a joblib_model.pkl file in the same folder where the program file itself
was located.

Machine Building

73



https://bps-journal.ru

Safety of Technogenic and Natural Systems. 2024;8(2):68—-77. eISSN 2541-9129

2. Creating a new file in PyCharm with py permission or in Jupyter with ipynb permission (the file in Jupyter was
created for convenience, then the file would have to be saved in py format)).

3. Importing (to a new file) interactive libraries by writing the following program code:

import joblib (library for saving and embedding individual fragments of the program code);

import PySimpleGUI as sg (library for graphic design of the program).

4. Uploading a trained neural network to a new file via the joblib_model.pkl file, writing the following program code:

joblib_file = “D:\Python\PycharmProjects/joblib_model.pkl” (specifying the full path to the joblib_model.pkl file
(individually for each user).

joblib_nn = joblib.load(joblib_file) (loading program code with a trained neural network).

5. Developing the graphical design of the program by writing the following program code:

sg.theme('DarkAmber")

layout = [ [sg.Text('Determination of the condition of the steel rope")];

[sg.Text('Enter 10 numbers separated by a space'), sg.InputText()];

[sg.Button('Ok’"), sg.Button('Cancel')]

window = sg. Window('Window Title', layout)

while True:

event, values = window.read()

if event == sg. WIN_CLOSED or event == 'Cancel"

break

#Neural network

Xnew = [list(map(int, values[0].split()))]

y = joblib_nn.predict(Xnew)

#Popup window

if event =="'0Ok":

window.disappear()

sg.popup('Rope condition ', y)

window.reappear()

print("Rope condition ', y)

window.close()

After starting this block, the program displayed the following working window (Fig. 3).

2 Window Title - oIiEN

Determination of the condition of the steel rope

Enter 10 numbers separated by a space

(0 crce

Fig. 3. Working window of the written program

In the working window of the program there was a line for entering 10 numbers separated by a space. In this line,
the actual percentages of ten different defects of steel ropes from their permissible values were entered. After entering,
for example, the following values [20 030 00 10 0 0 0 0] and pressing the “Ok” key, the program took the user to the
next working window.

In the working window (Fig. 4), the program displayed the information message “Rope condition [1]”, which
corresponded to the rope condition “serviceable, operation is allowed”.

? Cociosn.. — =] x |

Fig. 4. Working window of the program with a determined rope condition
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Results. Thus, two ANNs have been developed that have the same architecture, training parameters, composition,
number and volume of training, control and test samples, but built using different methods. The results of work of the

ANN, built in the STATISTICA software package, are presented in Table 2.

Results of work of the ANN built in STATISTICA

Table 2

Sampling Target Network Rope condition-1 Rope condition-2 Rope condition-3
(test) output (confidence level) (confidence level) (confidence level)
1 1 1 0.64 0.18 0.18
2 2 2 0.15 0.73 0.12
3 2 2 0.24 0.69 0.15
4 3 3 0.03 0.28 0.69
5 3 3 0.15 0.21 0.64
6 1 1 0.55 0.31 0.14
7 3 3 0.03 0.21 0.76
8 | | 0.68 0.21 0.11
9 2 2 0.26 0.61 0.13
10 2 2 0.14 0.53 0.33

The column “Rope condition — Target” shows the previously known state of the rope, in the column “Rope
condition — Output” — the result of the neural network; subsequent columns indicate the confidence probabilities
of determining a particular condition of the rope, which correspond to the activation levels of the output neurons of
the network.

According to Table 2, it can be seen that the neural network correctly determined the condition of the steel rope
according to the defective indicators in 10 out of 10 cases, i.c. the test performance was 100%. At the same time, the
average value of the confidence levels for determining the condition of the ropes was 0.65.

The results of work of the ANN, built using the interactive library Scikit-learn, are presented in Table 3.

Table 3
Results of work of the ANN built using Scikit-learn
Sampling Target Network Rope condition-1 Rope condition-2 Rope condition-3
(test) output (confidence level) (confidence level) (confidence level))
1 1 1 0.58 0.13 0.29
2 2 2 0.19 0.51 0.19
3 2 2 0.22 0.56 0.30
4 3 3 0.29 0.25 0.46
5 3 3 0.21 0.22 0.57
6 1 1 0.57 0.22 0.21
7 3 3 0.21 0.22 0.57
8 1 1 0.63 0.22 0.15
9 2 2 0.22 0.57 0.21
10 2 2 0.33 0.45 0.21

Machine Building

75



https://bps-journal.ru

76

Safety of Technogenic and Natural Systems. 2024;8(2):68—-77. eISSN 2541-9129

According to Table 3, it can be seen that the neural network correctly determined the condition of the steel rope
according to the defective indicators in 10 out of 10 cases, i.e. the test performance was 100%. At the same time, the
average value of the confidence levels for determining the condition of the ropes was 0.55.

Comparisons of test performance of neural networks with the same architecture and learning parameters, but built
using different methods, showed that the ANN built on the basis of the STATISTICA software package and the ANN
built using the Scikit-learn interactive library had a test performance of 100% with a test sample size of 10. However, the
average confidence level (activation level of the “winning” neuron) for determining the state of the steel rope of the ANN
built on the basis of the STATISTICA software package was 0.65, whereas the same indicator of the ANN built using the
interactive library Scikit-learn was 0.55, which is 15% less.

Discussion and Conclusion. The results obtained showed that the ANN built using the STATISTICA software
package, with the same architecture and network learning parameters, had more optimal software algorithms according
to the criteria of confidence in assessing the technical condition of the steel rope and the speed of network learning, in
comparison with the ANN built using the free Scikit-learn library. This can be explained by the fact that when
developing algorithms for software complexes such as STATISTICA, specialized hardware complexes are used,
including vector and tensor processors, which go far beyond the capabilities of the average application developer and
require the involvement of highly qualified specialists. However, the indicator of the test performance of the ANN
turned out to be the same for both ANNSs. It is important to note that when evaluating this indicator, the test sample
size was 10. If the test sample is increased, this indicator will be more accurate. At the same time, the achieved result
justifies the use of TensorFlow, PyTorch, and Scikit-learn libraries by the world's leading research and commercial
centers in the field of artificial intelligence.

In addition, the obtained scientific conclusion will allow us to numerically evaluate and compare the quality of ANNs
having the same architecture and learning parameters, but built using different methods, and may be useful both for future
scientific research in this field and for choosing the optimal environment for building ANNSs in the industrial sphere. The
developed programs can be used by specialists and experts as intelligent decision support systems for diagnosing the
technical condition of steel ropes.

References

1. Zhernakov SV. Application of Neural Network Technology to Diagnose the Technical Condition of Aircraft
Engines. Intellektual'nye Sistemy v Proizvodstve. 2006;2(8):70-83. (In Russ.).

2. Panfilov AV, Nikolaev NN, Khvan RV, Korotkiy AA. Assessment of Possible Cable Car Accidents by Employee
Competencies Using Neural Networks. Nauchno-Tekhnicheskiy Vestnik Bryanskogo Gosudarstvennogo Universiteta.
2023;(1):79-86. https://doi.org/10.22281/2413-9920-2023-09-01-79-86 (In Russ.).

3. Goreva TI, Pornjagin NN, Pjukke GA. Neural Network Model Diagnosis Technical Systems. Bulletin of the
Kamchatka Regional Association Educational and Scientific Center (KRASEC). Physicsal and Mathematicsal Sciences.
2012;1(4):31-43. (In Russ.).

4. Beskopylny AN, Shcherban EM, Stelmakh SA, Mailyan LR, Meskhi B, Razveeval, etal. Discovery and
Classification of Defects on Facing Brick Specimens Using a Convolutional Neural Network. Applied Sciences.
2023;13(9):5413. https://doi.org/10.3390/app13095413

5. Stelmakh SA, Shcherban EM, Beskopylny AN, Mailyan LR, Meskhi B, Razveeva I, et al. Prediction of Mechanical
Properties of Highly Functional Lightweight Fiber-Reinforced Concrete Based on Deep Neural Network and Ensemble
Regression Trees Methods. Materials. 2022;15(19):6740. https://doi.org/10.3390/mal5196740

6. Beskopylny AN, Stelmakh SA, Shcherban EM, Mailyan LR, Meskhi B, Razveeval, et al. Concrete Strength
Prediction Using Machine Learning Methods CatBoost, k-Nearest Neighbors, Support Vector Regression. Applied
Sciences. 2022;12(21):10864. https://doi.org/10.3390/app122110864

7. Beskopylny AN, Shcherban EM, Stelmakh SA, Mailyan LR, Meskhi B, Razveeva I, et al. Detecting Cracks in
Aerated Concrete Samples Using a Convolutional Neural Network. Applied Sciences. 2023;13(3):1904.
https://doi.org/10.3390/app13031904

8. Vorontsov VA, Fedorov EA. Development of a Prototype of an Intelligent System for Operational Monitoring and
Technical Condition of the Main Onboard Systems of the Spacecraft. Trudy MAI. 2015;2:1-35. (In Russ.).

9. Panfilov AV, Meskhi BCh, Korotkiy AA, Yusupov AR, Khvan RV. Software and Hardware Complex for
Visual and Measuring Control of Steel Ropes Based on Computer Vision and Artificial Intelligence. Monograph.
Rostov-on-Don: DSTU; 2023. 131 p. (In Russ.).

10. Panfilov AV, Nikolaev NN, Yusupov AR, Korotkiy AA. Integral Risk Assessment in Steel Ropes Diagnostics
Using Computer Vision. Safety of Technogenic and Natural Systems. 2023;(1):56—69. https://doi.org/10.23947/2541-
9129-2023-1-56-69



https://bps-journal.ru/
https://doi.org/10.22281/2413-9920-2023-09-01-79-86
https://doi.org/10.3390/app13095413
https://doi.org/10.3390/ma15196740
https://doi.org/10.3390/app122110864
https://doi.org/10.3390/app13031904
https://doi.org/10.23947/2541-9129-2023-1-56-69
https://doi.org/10.23947/2541-9129-2023-1-56-69

Khvan RV. Comparative Analysis of the Performance of Artificial Neural Networks in Assessing the Technical Condition of Steel Ropes

11. Seyed Reza Ghoreishi, Tanguy Messager, Cartraud P, Davies P. Validity and Limitations of Linear Analytical
Models for Steel Wire Strands under Axial Loading, Using a 3D FE Model. International Journal of Mechanical Sciences.
2007;49(11):1251-1261. https://doi.org/10.1016/j.ijmecsci.2007.03.014

12. Frikha A, Cartraud P, Treysséde F. Mechanical Modeling of Helical Structures Accounting for Translational
Invariance. Part 1: Static Behavior. Infernational Journal of Solids and Structures. 2013;50(9):1373—1382.
https://doi.org/10.1016/j.ijsolstr.2013.01.010

13. Korotkiy AA, Panfilov AV, Khvan RV, Yusupov AR. Integral Method of Assessing Defects on the Operability of
Steel Rope Using Artificial Neural Networks. Transport, mining and construction engineering: science and production.
2023;8:73—79. https://doi.org/10.26160/2658-3305-2023-18-73-79 (In Russ.).

14. Foti F, De Luca di Roseto A. Analytical and Finite Element Modelling of the Elastic—Plastic Behaviour of Metallic
Strands under Axial-Torsional Loads. International Journal of Mechanical Sciences. 2016;115-116:202-214.
https://doi.org/10.1016/j. ijmecsci.2016.06.016

15. Spak K, Agnes G, Inman D. Cable Modelling and Internal Damping Developments. Applied Mechanics Reviews.
2013;65(1):010801. https://doi.org/10.1115/1.4023489

About the Author:

Roman V. Khvan, Cand.Sci. (Eng.), Senior Lecturer of the Operation of Transport Systems and Logistics
Department, Don State Technical University (1, Gagarin Sq., Rostov-on-Don, 344003, RF), SPIN-code: 8662-6094,
ORCID, ResearcherID, ScopusID, khvanroman@yandex.ru

Conflict of Interest Statement: the author does not have any conflict of interest.
The author has read and approved the final version of the manuscript.

Received 12.03.2024
Revised 05.04.2024
Accepted 11.04.2024

06 asmope:

Poman Baagmmuposuu XBaH, KaHIUIAT TEXHUYECKMX HAyK, CTapIIMi MperoaBaresib Kadeapbl dKCIUTyaTaluu
TPAHCIIOPTHBIX CHCTEM M JIOTMCTUKH JIOHCKOro TrocynapcTBEHHOro TexHuueckoro ynusepcurera (344003, PO,
r. PocroB-nHa-Jlony, . 'arapuna, 1), SPIN-koxa: 8662-6094, ORCID, ResearcherID, ScopusID, khvanroman@yandex.ru

Konghnuxm unmepecos: aBTop 3asBisieT 00 OTCYTCTBUU KOH(IMKTA HHTEPECOB.
Aemop npouuman u 000OpusL OKOHYAMENbHBILIL BAPUAHN PYKONUCU.

Hoctynuaa B penaxkumio 12.03.2024
HocTynuia nocje penensupopanus 05.04.2024
Mpunsara k nydauxanun 11.04.2024

Machine Building

77


https://doi.org/10.1016/j.ijmecsci.2007.03.014
https://doi.org/10.1016/j.ijsolstr.2013.01.010
https://doi.org/10.26160/2658-3305-2023-18-73-79
https://doi.org/10.1016/j.%20ijmecsci.2016.06.016
https://doi.org/10.1115/1.4023489
https://orcid.org/0000-0002-1246-4262
https://www.webofscience.com/wos/author/record/JLM-9059-2023
https://www.scopus.com/authid/detail.uri?authorId=58140086200
mailto:khvanroman@yandex.ru
https://orcid.org/0000-0002-1246-4262
https://www.webofscience.com/wos/author/record/JLM-9059-2023
https://www.scopus.com/authid/detail.uri?authorId=58140086200
mailto:khvanroman@yandex.ru

